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Introductloln

* |dea to design a clinical trial
e 2 treatments
e Control (t=0)
e Experimental (t=1)

* 2 biomarker strata Measured by perfect assay (Seqy = Spy = 1)
* Biomarker negative (s=0) P(S=0B=0)=P(S=1|B=1)
* Biomarker positive (s=1) P(S=1)=PB=1)

* Binary clinical outcome (response y)

Goal is to identify stratum-treatment combinations which have
an acceptable outcome probability.
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I\/Iethods

Bayesian biomarker-based outcome-
adaptive phase-Il study design

* Model

* Adaptive trial characteristics
* Decision rule(s)

(Zhou et al. 2008 [BATTLE]; Kim et al. 2011 [BATTLE]; Barry et al. 2015; Gu et al. 2016 [BATTLE-2])
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I\/Iethods (I\/Iodel)

* Consider the following hierarchical probit model

Tist = P(Yist = 1) = P25 > 0) = P(ug)
st ~ N(¢¢,07)
¢ ~ N(a,7?)
* With
e z;: ~ N(ug, 1) = latent, normally distributed random variable

* Vit = response of patient i in stratum s treated with treatment t (y;i;= 11ifz;;; > 0)
* 1;s; = probability of positive response

* Hyperparameters «, %, and 72
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Methods (Adaptwe trial characteristics)

* Biomarker-status established by perfect assay
* Adaptive randomization starts after ny 1:1 randomized patients

 Randomization ratios adapted according to ‘max-mapping’ strategy

Tstn = P <1_[ ¢t Hstn > ﬂst’,nl%’t)

t'€Qg.n

Ratio 7 ,, is equal to the posterior probability that after n patients, treatment ¢ is
superior to all other treatments still under consideration in stratum s

e
=
> |UHASSELT E 'S KU LEUVEN
(=]
ntarunivarsibty lns =] statistics
and statist in 1= 1




Methods (DeC|S|on rule(s))

Goal is to identify stratum-treatment combinations which have
an acceptable outcome probability.
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Methods (DeC|S|on rule(s))

an acceptable outcome probability.

e Define

* 1; = target response probability
* T, = undesirable response probability

* Allow stopping for futility during the trial after each patient

 Test efficacy only at the end of the trial
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Methods (DeC|S|on rule(s))

* Bayesian hypothesis test of futility

| {1 if P(uge 2|~ () brm) < 6
Stn 0 otherwise,

Issue! —
Both could hold for
certain posteriors

Stop treating patients in biomarker stratum s with treatment t when thefosterior probabilty of a positive
response exceeding target ir; is smaller than smallprobability ¢,

* Bayesian hypothesis test of efficacy

S — {1 ifp(.ust = q)_l(no) yn) > 5u
S0 otherwise,

Consider treatment t in biomarker stratum s efficacious when the posterior probabilty of a positive
response exceeding undesirable rate 1 is larger than large probability 6,
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Methods (DeC|S|on rule(s))

* Alternatively consider (see Berry et al. 2010)
* T, = undesirable response probability
* [ = clinically meaningful improvement over

{1 if P(pse = @7 (o + Blyn) < 6

St 0 otherwise,
S — {1 ifP(.ust 2 CI)_l(T[O + ,B)lyn) > 5u
stn — )
0 otherwise,
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Simulation study (Example from Barry et al 2015)

*P(B=1)=P(S§=1)=0.5
* Underlying true response probabilities P

T et

t=0 t=1
Biomarker $=0 Pgo=0.25 Py =0.25
status s=1 P, =0.25 P;;=0.5

* Ty = 0.25
er; = 0.5

e =0.1

* §; = 0.025
5, =09
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Simulation study (Example from Barry et al 2015)

* Priors

e Conservative prior for test for futility (6% = 0.1;7% = 0.1;a = ®(7,))
* Non-liberal prior randomisation ratio update

(6?2 =1;74 = 0.01;a = ®(my) + P(171)/2)
* Flat prior for test for efficacy (6% = 1;7% = 0.01;a = ®(0.5))

* Interest in effect on ‘frequentist’ power and type-| error probability
* N.... € (25,50,75,100,150)

+ N, =25

* 1000 simulated trials for each N,
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Results (Two criteria decisions)

Probability of concluding efficacy

> > > >

= a0 0O

-T=0
- T=1
-T=

1.0

e AtN,, . =75

efficacious

100 150

Target sample size
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e about 87% of trials end in declaring
the underlying true efficacious
combination as efficacious

~ o  About 10% of trials denote the

inefficacious combinations as

° e Rather surprising drop in power
(green curve) with increasing Ny, 4!
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Resu\ts (Two criteria decisions)

Futility posterior after N=75 q _Efflcacy postfrlorafter N=75 . For about 10% Of trials
N — o == * Aftern = 75 significant efficacy test
: ] 2 . | « Aftern = 150 both efficacy and futility
. j ] J h test are significant
" ettty e " o, * Random variability => Posterior
Futility posterior after N=150 Efficacy posterior after N=150 Centered around 7T2,2 < 05
- T - —r——— * Increased sample size => Reduced
s 1 o1l posterior variability
-1 J e -1 hk -

Posterior probability m, , Posterior probability m, ,
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Results (Onle criterion decisions)

21 — A=0-T=0 - 2 * Artificially matched the power at
--- A=0-T=1 . . .
...... A=1-T=0 Ninax = 75 with two-criteria
Q4 A=1-T5 e e e e e e e e e e - = =~ - 2 o . .
- decisions by considering 6,, = 0.62
=
g ~ e« Power increases with N, as
. - theoretically expected!
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Results (Onle criterion decisions)

Density

Futility posterior after N=75

e 0.726
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Posterior probability m, ,

Futility posterior after N=150

m—0.989
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Posterior probability m, ,

Density
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Efficacy posterior after N=75

@ 0.23
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Posterior probability m, ,

Efficacy posterior after N=150

@ 0.006
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Posterior probability =, ,

Increased sample size => Reduced

posterior variability

of concluding efficacy

Leads only to lower probability of
concluding futility and higher probability
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Conclu5|on

* Assuming 2 different criteria for stopping and concluding efficacy
leads to contradictory results

* Reduced posterior variability when increasing sample size

* Even in the (highly unlikely) setting where P, ; = P, , = P, ; = 1
and P, , = my

* Overestimating the response probability (P, , < ) increases the
probability of contradictory results

* Posterior distributions will be centred somewhere between y and
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Thank you for your attention!
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